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A PERSPECTIVE OM MULTIACCESS CHANMNELS

I. INTRODUCTIOM

This paper is an expanded version of the Shannon lecture at
the International Sumposium on Information Theoru at St. Jovite,
Quebec, in September, 1983. For the last ten years there have
been at least three bodies of research on multiaccess channels,
each proceeding in virtual isolation from the others and each
using totally different models. The objective here is to
contrast these bodies of work and to give some perspective on
what is needed to provide some unification between the areas. Ue
shall refer to the three areas as collision resoclution,
multiaccess information theoruy, and spread spectrum.

The kind of &ommunicttion situation that these three areas
address is illustrated in fig. 1.1. There are multiple
transmitters and a2 single receiver. The received signal is
corrupted both by noise and by mutual interference between the
transmitters. Each of the transmitters is fed by an information
source; and each information source generates a sequence of
MOSSAFeS; Successive messages arriving at random instants of
time. There is usually some small amount of feedback from the
recejiver to the tranmitter, but this feedback will not be our
main focus. Our major focus, rather, is on the interference. the
noise, and the random, or "burstu”, message arrivals.

This type of model is appropriate for the up link of a
satellite network, for a radio network where there is one central

repeater;, and for the traffic to the central node on a multidrop
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telerhone line. It is also adequate in most respects for
studuing networks where a common channel allows all nodes to hear
all other nodes. Common examplés are a cable cornnecting many
nodes and a fully connected radio network.

The beginning of the collision resolution approach to
multiaccess communication came in 1973 with Abramson’s Aloha
network £1]J. The idea here was that whenever a message (or
packet? arrived at a transmitter, it would =simply be transmitted,
ignorina all other transmitters in the rnetwork. If another
transmitter was transmitting in an overlapring interval,
interference would prevent the message from being correctly
received, the cuclic redundancy check (CRC> would not check, no
acknowledgement would be sent, and the transmitter would try
again later; the later time would be pseudorandomluy chosen to
avoid the certaintu of another collision if both transmitters
waited the same time.

Over the vears, this basic strategu has been improved,
generalized; and analuzed in many waus. A number of variations
are in widespread use, and the general topic of collision
resolution has provided many challengina and interesting problems
for research. Section 4 provides an introduction to these
problems and most of the other papers in this special issue are
devoted to the current state of these problems.

Collision resolution research has alwaus focused on the
bursty arrivals of messages and the interference between
transmitters, but has generallu ignored the noise. More

generally, thiz approach ignores the underluing communication
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process, agsuming only that a message transmisszion is correctlu
received in the absence of collision and incorrectlu receiuved
ctherwise.

The multiaccess information fheoretic approach to
multiaccess also started in 1973 with a coding thecorem developed
by Ahlswede (2] and Liaoc [31. This work has also been
generalized in many ways and has opened up a separate area of
research problems. Excellent summaries and descriptions of this
research are given in [4,5,6]. 1In this approach, the noise and
interference aspects of the multiaccess channel are appropriatelu
model leds; but the random arrivals of the wmessages are ignored.

Be fore proceeding, it is important to understand whu
information theorists and communication séstom desianers hawve
always essentially ignored random message arrivals for point to

point charmels, and why this is usuvally unreasonable for

multiaccess channels. For a point to point channel., one normallg_

assumes an infinite reservoir of data to be transmitted. The
reason for this is that it is a minor practical detail to inform
the receiver when there is no data to send; furthermore there is
no other use for the charmel;,; so potential lack of data might as
well be left out of the model. For multiaccess channels, on the
other hand, most transmitters have nothing to send most of the
time, and only a few are busy. The problem is then to share the
channel between the busy users, and this iz often the central
technical problem in multiaccess communication.

A pure theoretician would properly point out here that

bursty message arrivals have nothing to do with coding theorems
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for multiaccess channels, The zarrivals hawve to do with the
sowrces and can and should be dezalt with throuah zourcs coding.
Even without zource codirg, if the arrival process iz srqodic,
then over the arbitrarily long time intervals used in the coding
theorems, the burstuy arrivals will rot matter.

From a wmore practical point of views, the limit thecoremzs of

information theoruy are interesting both because they put an upper
limit on what is achievable and because the limit is usuallu not
too far from what is practically achievable. For a multiaccoess
channel, howewver, the long time intervals required for the source
arrivals to appear smocothed out are tupically far greater than
the tolerable delays. Converselu, the time interwval required for
coding to be effective (ie. the time for the noize to be smoothed
cut) is tupically smaller than the tolerable delau. UWhat is
needed then is an information theoretic model that somehow
precludes the possibilitu of imposing long delaus on source
messaaes.

One approach to this, which is used in the collision
resolution field, is to assume an infinite number of sources, or
equivalently, that a new transmitter is created for each new
arriving message and then destroued when the message is
syuccessfully transmitted. The received sequence or waveform would
then be some function of ndise and whatever was being transmitted
by the active transmitters. It seems that to develop
understanding in this area, it iz necessary first to dewvelop some
understanding of coding (as opposed to coding thecrems) in a

multiaccess envirorment. This understanding should invaolve
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' decoding in the presence of seuveral messaées beina transmitted
simultaneousliv., since ctherwise the problem simplu redchs to
ronflict resclution with coding added for reliable transmiszsion
in the absence of conflicts.

In section 2, we discuss multiaccess information theoru in
more detail, and in section 3, we discuss what little is known
about coding. In both gections, the discus=sion is restricted to
sustems with only two sources. It appears to be important to
understand coding in this simplesti context before tackling the
problem of real interest with manu sources and transmitters.

The spread spectrum approach to multiaccess channels (7,2]
will not be discussed in any detail in this papery but is briefly
discussed here in order to illustrate the tupez of possibilities
for multiaccess communication that lie cutside the conventional
collision resolution and coding theoru approaches. Spread
spectrum is a mode of communication originallu developed to
protect against jamming in a military ervironment. The =zignal to
be transmitted iz modulated over a much broader frequency band,
sau B times ﬁoro than necessary. Assuming that the jammer does
not know the modulating sequence, the jammer’s siagnal will
essent ially look like broad band noise to the sianal, and the
noise seen bu the receiver after demodulation will be reduced bwu
a factor of p.

For multiaccess communication using =spread spectrum, several
sources can transmit at once using different modulatina
sequences, and each will look like broad band noise to the

others. If we compare this tupe of sustem to frequencu ]
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maltiplexing, using g frequency bands, it appears at firzt that

spread spectrum iz not a verw good idea. Wher a numnber of

transmitters approaching g transnit together using spread

AT RN

spectrum. the self noize becomes considerable, and the resulting

sustem is clearluy inferior to FOM in terms of capacituy. The

S¥ ettt
[

problem with FOM, however, is that if there are many more than g
transmitters in the sustem, but tupicallu marnu fewer than B with
messages to sends there is a problem allocating the frequencies
to the busy transmitters (this is the same fundamental probtilem
handled by the collision resolution approach?. Since manu times
more than 8 modulation sequences can be chosen that are almost
orthogonal and look like noise to each other, spread spectrum
provides an automatic solution to the problem of allocating the
channel to the busu users. Thisg solution is not entirelwy
satisfactory, since one still needs collision resolution when too
many transmitters send at once. and the decoding is verwy complex.
It illustrates, however, a major point of this paper - namelu
that a more fundamental approach and set of models are needed for
multiaccess communication than the collision resolution or

information theoretic approaches alone.
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11. The Information Thecretic Approach NN

The coding theorems of information theoruy treat the question

of how much data carn be reliably communicated from ore point. or

Y]
i
3

]
3
Vi\
A

= set of points, to arnother point, or set of points. It is tacitly
assumed that the sources have a never emptying reservoir of data Pwa
i; to send. Thus the theoretical results in this area do not ;gé
E? address the question of the delau that arises in multiple access I
sustems because of the random arrival times of data to be Eﬂ
transmitted. . 3;5
The class of channels to be considered is illustrated in 5:3
i_ Fig. 2.1. Each unit of time, the first transmitter sends a !!F
E sumbol x from an alphabet X and the second transmitter sends = ‘ E};
- sumbol w from an alphabet W. There is an output alphabet ¥ and a
xd transmitter probability assignment P(u|xw) determinina the o
% probability of receiving each ugY for each choice of inputs xsX, :ii
2 and wslWl. The channel is memoruless in the sense that if = = ~ﬁ
ac (xl,...,xN) and ¥ = (Wys...sWy? represent the inputs to aw
‘% transmitters one and two respectively over N successive time ‘2i
f units, then the probability of receiving v = (4 ,...suy> for the iﬁ
2 given x,w, is o
: N ’
Ply|>m> = nL PCy, [x w > 2.1 .
4 o
3 We assume for the time being that the alphabets are all discrete, E;{
5 but it will soon be obuvious that this can be generalized in the ;;;
; same way as for single input channels. ;ﬁ;
§ At indicated in the figure, there are two independent E§§
2 )

)
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; sources which are encoded independentlu into the twce charnnel 3&
. inputs. Consider block coding with a given block lenath N and F%.
" with M code words. (Xj:M-s...sXq>s for transmitter 1 and L code Eﬁi
i words {“1""’“L} for transmitter 25 each code word is a sequerce E?i
# of N channel inputs. For convenience we refer to a code with %f
? these parameter=s as an (N.M,L> code. The ratez of the tuwo gﬁ
: sources are defined as 'ﬁ;
% R, = <lnM/N, R, = <(ln L¥N €2.2) =
" Each M units of time, source 1 generates an integer m uniformly .
i distributed from 1| to M and source 2 independently generates an
? integer & uniformluy distributed from 1 to L. The transmitters
‘ send x, and w, respectively, and the corresponding chanrel cutput ;t
5 y enters the decoder and is mapped into a decoded "message” m,&. :ﬁ:
- If bothin =mand & = 2, the decoding is correct and otherwise a ﬁ,;
decoding error occurs. The probability of decoding error, Fg is {a
é minimized for each ¥ by a maximum likelihood decoder,; choosing -?'
2 CMs > as integers IS m’ S M, 1 S 2/ S L that maximize .ﬂﬁ
i ) PCW|x, . 8p.>. If the maximum is non—unique, any maximizing 5;,
5 (m’,R’> can be chosen with no effect on P,. Both sets of code i&%
3 WOrds €Xys..es3y? and {(Wys...3% > are known to the decoder, but, ;33
i of course, the source outputs m,R are unknown. ::;
? The most fundamental result about these channels is the ;%j
i coding theorem due to RAhlswede [2) and Liao [3]. Let @ (x> and “Ej
: @,<w> be probability assignments on the X and W input alphabets ;:T
é respectively. Define the achievable rate region R as the convex ﬁﬁ%
E hull of the set of rate pairs (Ry»Ry> which, for some choice of fﬁ?

-
p
¢




t
‘agsignments ngaz, satisfuy each of the irnequalities:

, Poy | =
Ry + Ry SUTURWIYY = 5 @ OB IRy xuln
< MaWsd FPOgo (2,3
- PCu]smd
8 xR S IGsY|W = 5 B, OB, CWIPCY | xwd In
HaWs PCufuwd (2.4
Py | xw
@ SR, S IKMY|X = 5 R GORWIPL|xwIIN
Xylds Py (2.5

where P<u> = I @ GOQCWIPCY|xwds Ply|wd) = I, @ (xIP(y|xwr, and
Ply|x)> = 2, QoCuwIPCy|xwd. |

The region bounded by (2.3>-¢(2.5) for a given Q4,08. is shown
in fig. 2.2. It i= easy to see that the break points of the
boundary occur at Ry = ICK3Y|W), Ry = ICWIY) and at Ry = ICKjY),

Ry = ICWSY|X>. In general ICX3Y|W> 2 ICX3Y> with equality iff x

and w are conditionally independent given u.

Theorem 2.1 <AhlswedesLiao?: For each ¢ > 8, & > 8, “R{:R2=R,
there exists an Ng such that for all N 2 N,s M = exp NCRy—-8&>, L =
exp N(Ry=-8>; there exists an (N,M)L> code with P, £ €. For each
8§ > 8 and <RyyR, ¢R, there exists £ > B such that P, 2 = for all
CNsMsL> codes with M 2 exp NC(Ryj+82y L 2 exp N{Ry+&0.

In effecty the theorem says that reliable communication is

possible for source rates in the interior of the achievable

......................

...................................
............................................

-------
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region and iz imposzible ocutzide of the achiewable region. o
Slepiarn armd Walf (2] later gereralized this result by cornsidering
a third source that could be encoded joirntluy for both

tranzmitters, They also used a random coding araument which

zshowed both that Pe can be made to decreasze exponentialluy with M
and also, in a senses that most codezs hawve this behavior. Since

thiz random coding arqument iz a wvery zimple extenziorn of random

’
coding for singale input charmels and it gives a great deal of o
insight into coding for multiple accessz channels. we rncw ao e
through the argument for the two zource case. o

Let GI(x> and Qzﬁw) be probabilitu assiarnments on the ¥ and
W alphabets respectivelu and consider an ensemble of (M.M.LD>

codes where each code word Xy e 1 2 mEMis indeperdenrtlu

selected accordina to the probability assiarnment

N . e
QI(X) = "1 G!l(xn."-', x = (I’-’.ls}‘lzp--.s){N) TR ED
n=

and each code word s 1 £ 0 2L is independently selected

according to

N ::._'-:.

= ; . .

QZ(U) = n Qz(wn>, w = uwl,...,wN) (2.7> ~--.

Nn=1 O

oA

RS

S

For @ach code in the ensemble, the decoder uses maximum ?ﬁz
likelihood decoding, and we want to upper bound the expected L*T
Qaluo P. of P. for this ensemble. Define an error event to be of el

type 1 if the decoded pair (m,f> and the original source pair R

e @t e . A e T . car . et T T P R S N I )
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' 1
, (Mme > satisfu m £ my & = 8, AN error event is tupe 2 if m = m
i and & # &, and is of tupe 3 if M # mand £ # 0. Let P . 1 £ i %
; 3, be the probabilitu, ocuver the ensemble, of a tupe i error
4 eventi obuvicuslu Py, = Pgy + P + P
N
Consider P°3 first. Mote that wheri (m.L> enters the
§ encoders there are M-1 choices for m and (L-1> choices for &, or
;: (M=-13CL-1> pairs, that Jdield a tuype 2 erraor. For each such pair
¢y 8>, the code word pair x5, Wy is statisticallu independent of
;2 X, W, over the ensemble of codes. Thus, regarding X, as a
N combined input to a single input channel with input alphabet Xxb,
we can directluy apply the coding theorem, thecrem S.6.1 of (16),
RS which asserts™ that for all g, 8 S p < 1,
N - - P 1/7Cl+p2]1+p
R P.3 € [<M-1><L-1>] § [E Ql(x)ﬂz(u)P(glxu) ] 2.8
> ¥y X
- "The statement of thoerem S.6.1 of [18] assumes that all code
2 words are chosen independentluy, but the proof onlu uses pairwise
. independence between the transmitted word ((x ,w> in the case :
: here> and each other word ((x:,w§> m * m, & * & for the case —
-
:’ he"‘.) . ‘“'TJ
< ~
s .:_.71
- ".-.]
R
.; iﬁ&
2} S
(] e
N -
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Using the product form of @1, 92, and P, Eqs. ©2.1. 2.8,
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2.7y and the definition of rates in (2.23y thi=s sinplifie=s to
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1/7¢1+p2 1+l N
X 1 2
Xl

(2.92

Next consider P,y the probability that m # m and 2 = &, We
first condition this probability on a particular message ¢
entering the =zecond encoder, and a choice of code with a
Particular wy transmitted at the second input. Given w,, we can
view the channel as a single input channel with input x, and with
transition probabilities PC(y|x,uw,>.

A maximum likelihood decoder for that single input channel

will make an error (or be ambiguous? if

PCulx ,u,> 2 PCu|x w,> for at least one m’ » m. (2.10>
-
Since this event must occur whenever a tuype 1 error occurs, the lﬁa
probability of a tupe 1 error, conditional on w, is upperbounded i§§
by the probability of error or ambiguity on the above single ;;
input channel. Using theorem 5.6.1 of [18]) again for this single }§§
.'_*.:
input channel, we haves; for any py 8 £ p £ 1, Y
AN
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P < |s 1-C1+p2]l+p
PLTupe 1| error|e ] € (M-1> é 2 @, OPCY| > 2 £2. 119

o

Taking the expected value of (2.11> over -, and then using the

praoaduct form of QI’QZ and P again,

(2.125

1/¢1+p> 1+P]N
P

Poy S exp[pNRll[ > azaw;[; G 3P Cy | xwd

APPluing the same argument to tupe 2 errors. for all p, @8 = p =

1,

1<1+P:’ 1+p N C2.13)
P < P

Putting <2.97, €2.12>, (2.13> in a form to emphasize the

exponent ial dependence on N, we have?

Theorem 2.2 (Slepian-Wolf>: Consider an ensemble of (NyM,L>
codes in which (Xys...,%.2 and Cws...54 > are independently
chosen according to (2.6> and (2.7 for a given probability
assignment Q(xw)> = Q1 (xXQ5¢wd. Then the exrected error

probability over the ensemble satisfies=

P. 2P + P + P (2.14>




Furthermores; the maximum of Eo{(psQ)-pRj over 8 S p S 1 is ;{;

positive and decreasing in Ry for @ £ R; < I; (see thecrem fff

L

T N R AT S A ¥ e e TSR, W SIS e e U R, U T T e e e T T
ORI LI S . E PSS AR AP AR A S W L S-SR S ST SV SIS ada —

-2.2-

F . £ exp[—ﬂ[—pRi + E i(p,@))] for- all p, @ 1,
]

&1 a

-
18

R, =R, +R

E ,(pa@® = ~-ln > m2(w>[£ Ql(x)P(glxw)

1x<1+p>]1+9
ol yrw

E . (ps@> = =ln > @1<x>[§ G, CwIP Cy | w

1f(1+p)}1+p
02 Y X

E .(ps@ = -1n [ 2 8y GORCWIP Y [ xud

1/¢1+pd )14
o3 S it

C2.150

C2.162

C2.172

v2.180

Fa
M
[

D
w

The behavior of the expressions Eoi(p,a), i =1,2,3y is the

same as for the single input case. In particular let Ii’ i =

1:2,3s be given by

l1 = ICKIY WY, 12 = ICWEY XD, 13 = TCXWEYD

(2.2

as defined in ¢(2.3)~<2.5>. Then if I; * @y the function E°i<p,9>

is convex N, strictly increasing in e, and positive for p > 6.
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and S5.6.4 aof (18] for proofs). Theorem 2.2 ther asszerts that if
i =1,2,3, then P, decreases eﬁponentiallu with
increaszinag M.

There are two questionz we want to explore in the ﬁssg of
this section. First, how tight is this bourd on errar
probability, and second, what indication does it giuve of the
practicality of coding for multiple access charnmels. To explore
the question of tightness, we first intérpret the terms Po; in
v2,14>,

P as wupper bounded in (2.12), is the errcr probability

el”
that would result if a "genie” informed the decoder about the
second source message R. This genie aided error probability is
al=o clearly a lower bound to Pg. so that when tupe 1 errors are
the predominant cause of errors, the genie aided error
probabilitu closely approximates P,. Similarlu, the bound for
Pe3 is the conventional single input random coding bound for a
zingle code of rate R{+R; using combined inputs with probabilitu
Ry xOQ,C(wd>. Our conclusion, then, is that the bound on Pg in
theorem 5.2 is quite tight for the éiven ensemble of codes. The
problem, as we shallisoon see through a set of examples, is that
the best codes are not always representative of the ensembles.
Example 12 The Colliszion Channel.

Let X = {(Byls...K} and W = {B,1,.,.:K3. We regard @ as an
“idle” input, and if @ is the x input for a given w input, then u
is the pair (B,w>. Similarly if w=A, the ocutput is (.8,
Finallu if x # 8 and w * @, the output v iz a special sumbol e

representing "collision”. This is shown in fig. 2.3 for K=2.
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First consider the achievable rate region. For arng given

Qiﬁxh,m Ty it iz easy to zee that, conditiornal on the output g,

g
<

the two irputs ars statisticallu independent: thus IoX3Y Wy =

-~

ICHSYDY and the =t of rat satisfuing C2.33—-02.92 formzs 3

“I
D
n

rectangle. e rext want to find the set of rates so that (2.3H-

Fa

€2.3) iz matisfied for some choice of @1.Q5. It should be clear
from summetry that Q;(x> should be constant for all = > 8 and
R5Cw> should be constant for w > B§ thus we need onlu consider
the union of rates satisfying (2.32-C2,.5> over all choices of
P00 and R5<A>. Fig. 2.4 shows the resulting unions for all K 2
s the set of rates is non—conuwex “the potential nor-cornuvexity
for multi-access channels was first shown bu C11)3. The convex
bull of this union reqion is the set of achievable rates of
theorem Z2.1. Theorem 2.2 assures us that exponentially decauing
error rates are achievable in the interior of the union region.
fAry given rate pair in the interior of the conuvex hull i=s on a
ztraiaght line betyeen two pairs of rates each in the intericr of
the union region. By time division multiplexing between codes for
theze rate pairs, reliable communication is achieved for the
9iven rate pair. Thus theorem 2.2 establishes the positive half
of theorem 2.1.

It is rather surprising at first that the union region is

non—convex. e note that I(XWIY)> is a convex N function of Qlcx>

and a convex N function of Qz(x), but is non—conuex as a joint

AR
N

«
N
»

functiorm of Q1 and Qz. It is alzo convex as a function of e

BCx, W)y but the set of probabilitwy vectors Q(x,w) for which

)
[ YA
PRATER T I

G{xewd = Ql(x)02(u> for some al,az iz a non convex region. Thus

R AR . e e e e e e T e e e e e e KA R .
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Ho examples hawve been found where this approach enlarges the
regions R, defined abowve; this approach is sufficient, howevsr,
to achieve exponential decays in Fg for all rate pairs in the
interior of R.

Another approach is to éonsider random coding ensembles in
which successive letters are statistically dependent. For the
collision channel, for examples suppose the block is divided into
sub—-blocks of four letters each. Within sach sub-block,

(X131 XpsXgsXq? has either the form (x,x,a,a} or the form
(DB xy %2y @ach with equal probability. Similarly, (WysWosWgswy?
has either the form (W, 0w 0> or (B,wsB,w) with equal
probability. Finally, x and w are independently and equiprobably
chosen from {1:25...3K>, With this arrangement, each sub-block
is equivalent to a noiseless x channel with 2K inputs and a
noiseless w channel with 2K inputs (this example was suggested by
Massey’s coding scheme for unsynchronized collision channels
(143>, The resulting random coding exponent is clearly larger
than that where the successive letters are independent with the
same marginal probabilities.

The purpose of the above discussion was not to find the
largest exponents achievable for the collision channel, but
rather to illustrate why error exponents are far more complicated
for multiaccess charnels than for single input channels. It also
illustrates why there iz no simple sphere packing lower bound to

P. for multiaccess channels that yields the same error eéxponents
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as the random coding bound. Arutuunuan [(15] has developed a tupe

of sphere packing bound for multiaccess charmels, but it iz
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zomewhat loose since it does not account for the separation of

13

e
0
>

the two encoders for the tuype 2 errors.

e
.

D

Example 2! Additive White Gaussian Hoise Channel C(AWGH>

We now turn to another example of somewhat greater practical
importance where the random coding exponents work cut more
nicelu. Suppose the X, W, and ¥ alphabets are each the set of

real numbers, and the ocutput v is given bu

W = X+ uw + z C2 260

where z is a zero mean Gaussian random variable of variance o2
independent of x and w. The x input and w input are each
constrained to have mean square values at most S; and S,
respectively. If we consider the channel as a cascade of a
moiseless channel adding x and w and then a singlg input Gaussian
channel, we see that ICXW3Y> is at most the capacity of the
single input channel with the input constrained to energy S;+S,.

Thus

ICKW3IY> S

SI+ S,
2

109[1 +
o

C2.27>

Nje

It is also easy to see that I(XiY|W> is the average mutual

information between x and 4 in the absence of w. Thus
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These inequalities are satisfied for all independent
distributions on < and w and are all =zatisfied with 2quality if
and w are independent zero mean Gaussian with variances $; and S,
respectively. Thus the rate region for which (2.33-(2.5» are

zatisfied for some independent x and w distribution is

1 8,+S,
R1+ R2 < > log[l + 02 ] (2,38
e s R, £ Lios|1+
1 2 09 -2 <2.31)
1 S2
@ & R g = logll + — (2.327
2 - o2

Since this region is convex already, it is the achievable rate
region R.
This region R is sketched in fig. 2.5 for various values of

signal to noise ratios A = 8/02

s S = 31+82, for the case where
Sl = 82. Note that the region is almost rectangular for small A
and almost triangular for large R. HNHote that if one uses TDM

between a code for x and a code for wsy then the achievable rates

are limited to the region bounded by the straight line between
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the axis intercepts of the boundaruy of R Csee fig. 2.5». Thus
for large A, TDM iz almost as qood as the best coding, whersas
for small A, TDM i= quite inferior. The reason for this can be
s@en most clearlw for the case Ry = Rp. Alternating between
(Ry1+8> and (@,R,>» then wastes half the available power, =ince (bu
our modeld, the first transmitter stays within it=s power
limitation while transmittina. Losing half the available pouwer
loses onlu a small fraction of the available capacitu for larae A
whereas, for small A, a large fraction is lost. This suggests
using frequerncy division multiplexina, achieving the same
simplicity as TOM, but beirng able to use zll the available power
(see fig. 2.8).

Mext consider the random coding exponent for these charmels.
Using the above Gaussian distribution for % and w, we can easily
calculate E_; (e @2 from (2.17>-C(2.122, replacing sums with

intogrils. The result is

P Si
E . Cpy) = = ln[l + ]
oi 2

UZ(I*P) €2.33

where 53 = 31 + 32, Letting ﬁi = Si/ozg we can maximize

[E°i<p,0>—pRiJ over p to get the parametric equations

e L e e e e e o
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2 a
E.;R;> = 2
2C1+p, 3C1l+p . +R Gt A
A S
1
: A, P.A
s K. = 1‘- Injl + 1 L { O
b i 2 1+pi 2<1+pi>a1+pi+Hi;
g . C2.340
f For rates lower than those where p; = 1,
i 1 Ay
_ Er“i(Ri) = > ln[l + E—] - F:1
' tor R, € a1+ 4 . (2,35
i =z " 2 acz+n i

LARRIARIY _ /¢ LA IL I e

AF in (2.22> and <2.23>, the random coding exponent Er(Rl’RZ) is

the minimum of Eri(Ri) over i = 1,2,3. The region R divides into

three subregions as shown in fig. 2.7 where EricRi) for each i is
dominant.

Rs the rates decrease, the error probability of tupe 3

-t 3 €. 6 8 @ - L
RIS - BUSCNEN

errors decraases more rapidly than that for tuype 1 and 2 errors,

e
[

s0 that for small rates the bound is dominated by errors in

source 1 or 2 but

For a single

DR L. 4 POV

a coding ensemble

best thing to do.

constrainti that is,

not both.

input additive Gaussian noice channel, choosihg
with the Gaussian distribution iz not quite the
The best distribution results from a shell

code words are chosen with a Gaussian

distribution gonditional on the resulting word having an enargy

very close to NSi. This distribution (see szection 7.4, [18]1>

yields the same exponent to Pe as the sphere packing bound for

rates sufficiently close to capacity.
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. For a multiaccess channel, it zeems reasonzble to again

consider a random coding enzemble using a shell cornztraint on

W cach et of code words., From the asnie intarpretation of type 1
LY

; and 2 errors, we s=ee that Poy i¥ upperbounded by the probability
i of error for the first set of code words with the additive

. Gaussian noise but without the second set of code words. Thus,

for i=1,2. we hauve Pei = agN exp[-NEpi<Ri>J, where from section

7.4 of [18]), a,

i iz a constant and Eri(Ri> iz given bwu:

. i i 1 .
) = 1 - C2.36>
ErinRi) —EE:_ + 5 lnqsi 1i> 2. 36
1 . 2 . i m -
forr = lni<iA742C24+A .+ [4+R° 2 £ R, £ = 1ln(l+R. > (2.37>
2 i . i i 2 i
where
A (B, ~13
1, = Ep— “1 . By - 1] ¢2.38)
AR.(CB.—1>
i "
si = expl2 Ri) €2.39
]
For Ri less than the lower limit in (2.372,
Ry 1 Ry
Eri(Ri> = 1 - Bi + —5_ + E lnEBi(ﬁi - —E}J - Ri (2.46>
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For rates satisfying 2.24)2, the sphere packirng bound for the

single input channel gives a lower bound

P z

, exp[—N[E LCR. >+ u(N)J]
el i i

for all codes where o(N) approaches @ with increasing HN.
For tupe 3 errors, the situation iz lezs simple since the

combined code words x + w are not constrained, In fact, i,

o after constraining x to have energy NS; and @ to have energu NS~

we then constrained x+w to have energy N{(S5;+5,57, we would then be
constraining the code words of the two codes to be orthogonal,
which is just a generalized version of the frequency division
multiplexing discus=sed previouslu.

We now develop a bound on P35 using a shell constraint on
the code words x, and wy,.

Choose each x independently using the

density Ql(x) and each w using the density @z(ub where

n=1 |27S,
) 1

.......

' 2
-1 N 1 -xn
Gi<x) = ui ¢i(x> T —_— oxp[§§;] c2.423
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where & is an arbitraryg pozitive rnanbers arnd vy i= a rovrmalizing
comnstant Lo make @i{x} intearate to 1. Sub=ztituting Z2.482 for

Qlix} and @ziu) into (2.8%, replacing zum=s with integral=s, and

uepesr bounding

M -
p.(x) S explr.& + » r.(x"=5.31 (2. bl
1 1 H;I b 4] 1

For any ry 28y, i =1,2, we find that (2.2> breaks into a praduct

form <as in section 7.2 of (181, After some tedious

integration, we get, for any py, 9 & ¢ £ 1,

1772
Hiko

P. £

explélr +r_>1
e3 [

]1+P expL-NCEy (psrd=pRy)] €2.45)

e[d, 8, 8, +8,

Eastp.r} = (1+p2 1ln - (

'
+
NI
r
3
| ]
et
+
QI I
+

B, = (1*9)(1-2r181} (2.472
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The first term in ©2.4%) iz proporticnal to plte for arw

-
QFivern choice of Fystos ard &y 50 we fimely bournd it by aMe for
some suitable a. The sxpornent can be optimized ocver g, rys o

Car equivalent lu over g, 31, 32 for- @ = p = 1, 8 % Bi Z 14pd,

For- the important case where ﬁl = ﬁ2, the optimizatiorn can be
carried out explicitly. Here by summetru, the optimzal 8y and 92
are equals and such a salution is also walid, but rot optimal,

for all nl and ﬁz. Using 8 for 81 and 92 and A for Ql + A2,

EgatPrr> = +edlnc=d - 8 + £

il + %) €2, 48)

.l'l:l

M

Optimizing the exporernt, we find that for

<1 - g + InC1+AYs  (2.49.

P

Ny

> In

w

8
EPS(RG) = (1 + p 8 + 1n T+p <2.3@?

8 = 11§:ﬂ + % J1+pr324+n2420 ¢2.51)
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5 1,28 _ 1 g, 188 | 177
Po= |+ -z [1 + =Fe 22 -1 CZ.S2
ey H = R .5
R
E
o
! B = expl2R_> L2.53)

Fore RE less than the lower bound in (2,49,

E,oRg? = 20ln 2 - 8-11+ 3 1nit + % - Ry (2,543
8 = 1 -2 +1inwezara 2,557

This exponent lies rouahluy half wau between the previcuslu

derived exponent without a shell constraint and the exparent with

a shell constraint that would result for a single input Gaussian N

channel with signal to noise ratio A (i.e. that given bu (2.36>-

(2.41). Qq{
When we take the minimum of the three exponents E.;<(R;> for

i=1,2,3, we again find that the achieuvable region R breaks into

3 subregions, one where each bound is dominanti the regions look

the same as in fig 2.7, although numerically they are somewhat

di fferent. We now know, however, that wheneuwver the rate pair

(RlsR2> ig in Rlcar R2) and Rl Cor R2> iz above the critical rate

of €2.365%, then Er(Rl,R2> ig indeed the exporent for optimal
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codes. For the summetric case uhere Ry = Rz, the region Ry
vanishes for small enough Ry = Ro. and if the point where R
vanishes is above the criticzl rate for Ry and R, then the
Sptimum exponent is given by (2,270-(2.39) betwesen the point
vwhere Ry vanishes and the critical rate. This phernomen occurs

uhenever the combined sigral to noise ratio Ry is below about 2,
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I Coding Techniques

bHile the theoretical developmert of codina thecrems

}

A 111

fFor- maltiacoess charmels iz guite adueanced. werwy little ha

dorne with regspect to asneral techrnigues for multizcceszz codirna.

A pointed ocut in the introduction, what is reeded i coding

m
ul

techrnonoloaw applicable where there are a large zet of
tranzsmitters but only 2 small =ubzet simultanecuzlu use the

chanrel while the otters are idle. Here, howeuwer, we restrict

curseluves to the zinpler problem of the two ineut charnmel of fia,
2.1 where both sources alwaus hawe something to send.
First we observe that the error probabilituy bounds  —

ealuated in the last section apply equally well ta enzembles aof

lirnear codes. The araument for thiz is the same as in section
&.2 [181]. In general, binary linear codes can be generatsed for L.

each transmitter, and sub-blocks of these biharg digQits can be

mapped many to one intc the charnnel input alphabet. thus

achieving any desired relative frequency of utilization of the ' -

various input letters.  ;
Random coding bounds for conuvolutional codes hawve also :;3

been qenerzalized from single input charmnnels to multiaccess ;~

chamnels [16] with the same tupe of large exponent as occurs for éfg

the sinélé ihput channel. Thus there is no problem gensrating ?T%

Qood codes, either block or convolutiornal. The praoblem, as with
single input channels, is with decoding.

Before discussing decoding, a brief discussion of
channel modelling iz in order. The discrete time channels dear

to the hearts of information theorists implicitly assume that
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carrier phase and sampling time in physical charmels are part of
the channel model. Furthermore, ideal performance of ithese
elements iz uswally assumed. For sinale irnput chanrelz this

separation is usuallu perfectly reasonable, but for multiaccess

channels it is often questionable. For example, for the AWEN
multiaccess channel, it is well known [171,012] that feedback can
increase the achievable R;+R, beuond that achievable by a single
source of rate R;+R, and energu constraint £,+3,. In other
words, the individual transmitters are limited to S; and S,
respectively, but the sianal enerau at the receiver exceeds
$1+S2. This means that the two transmitting antennas are acting
as a phased arrawu and that the additional receiver enerau comes
from antenna gain (along with veruy clever feedback coordinationd.
While this is not impossible, it is certainluy not a conventional
situation.

Tupically we should expect the received carrier phase
from the one transmitter to be roughly independent of that from

the other. Approximate baud sunchronism between the transmitters

is slightly more reasonable than phase sunchrornism and
approximate block sunchronism is eminentlu reasornable with only
marginal feedback communication.

There appears to be little of a general nature that can

be sai& about the effect of asunchronism between the sources at
the phase and baud level. For the specific case of an AWGH
channel, however, the situation is mnuch simpler. Using a
Gaussian ensemble C(with or without a shell constraint) to

gernerate code words, the discrete time code words of the last

R I I U A T o . - .. B T St ST SRS S L e PR
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section can be considered as time samples ocver the block periocd
af a pareow band staticnarg Gausgian process with alternate
lettzrs representing in phase and out of phasze component=s. Thus
for 3 aiven =et of randomlu chosen waveform code words, a chanae
of receiver carrier phase and sample time will change the
digscrete time code but will not charnge the ensemble statistics
tazide from some end effects at the ends of the block which we
ignored. The decoder must know the relative carrier phase and
sample time for each of the two transmitters but there is no need
for the twa to be sunchronized together. Irn summary,. the
discrete time AWGH multiaccesz model of the last section is
adequate for non—feedback communication maintaining onlu block
sunchronization, but is onlyu adequate for feedback techniques in
the rare case where the two transmitters are phase and baud
sunchronized.

The problem of lack of block sunchronization for
multiaccess channels is somewhat better understood than that of
phase and baud sunchronization. Assuming a discrete timne model
(i.@. assuming away the phase and baud sunchronization problemd,
it has been shown [19] that with a bounded amount of uncertaintu
in timina between the transmitters, the feasible region R iz the
same as with perfect sunchronization. Esszentiallu orne uses a
coding constraint so large that the timing uncertainty becomes
nealigible. For complete uncertainty in timing:, on the other
fand., it has been shouwn (28] that the feasible reqion is the
union reqion of fig. 2.4 rather than its convex hull. The

essential idea here iz that time sharing cannot be used in the
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total absence of relative timing between the transmitters.

Having cautioned the reader about the modeling problems
inherent in a discrete time memcryless model of multiaccessz
channels, we rnow return to this wmodel to see what can be said
about coding.

fj First, there is a fairlu =imple general approach that
can reduce the decoding problem to seueral =inale source decoding
. problems. First suppase that (R;,R.> satisfies Ry < TCHs i, R,
] < ICW3Y)> for some assigrment Qi(x>, QAo (wd. Over the ensemble of
codes using By,Q>s a decoder can decode the w code word bw

i igrnoring the x code word and assuming a single input charnnel with

- transition probabilities Pdu|w) = I Q; GOPCY|xud. Ouer the

ensemble of codes for the first encoders this is preciselu the
set of transition probabilities from w to w. Thus a “good”
decoder for a single input channel can decode w reliablu. Given
W, another decoder for a single input charnnel can decode x using
P(gn|xnwn). This second decoding is somewhat uncornventinal for
single inputs in that the transition probabilities depend on w,

and thus vary with n, but a number of decodinga techniques such as

sequent ial decoding and Viterbi decoding can deal with this
situation.

AS can be seen from fig. 3.1ls any (RysRy> in the
interior of the achievable region of (2.3>-(2.35)> for a given ?:j
@1sQ, can be represented as a convex combination of twe rate ;ii

pairs, one of which., (Ri,Ré), satisfies
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and the other of which satisfies

LAASS

Ry < ICX3v); RL < I<CWsyY|x» (3.2

Codes for each of these rate pairs canrn be decoded by
~ the two step procedure Jdescribed above and (Hl,ﬁzb canh be decoded

by time sharing between two such codes.

P R R

Finally, anuy point in the interior of the achievable
rate region is a convex combination of two rate pairs, one of
which satisfies (2.3)>-C2.35) with strict jnequality for some Q1Q2

and the other for some other Q?QE. Thus an arbitrary point in

PP

the interior of R can be reliably decoded by time sharing between

at most 4 codes; two of which use rates satisfying (3.17, (3.22

-4

. respectively for G1Q2 and the other two of which satisfy (3.12,

e o

3 This approcach i not entirely satisfactory for two

reasons. The first is that the random coding exponents for error

probability in this approach are often much smaller than those

for joint decoding of the two code words together. If we use

error exponents as a crude measure of decoding complexitus, this
indicates that the price of avoiding joint decoding is much

{ greater complexity for the zingle input decoders. Note, however, ff-

. that error exponents can sometimes be misleading as a guide to ?ﬁ?
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decoding complexity, For example, the random coding exponent for
a noiseless binarg chanrel iz not large, whereas coding and
decodita are completely triwvial,

The other objection to thiz approach iz that it fails
to provide much insight into the question of joint decodina of
several sources. It certainly does not aeneralize to the use of
a small but unknown subset of a large set of transmitters.

A second, simpler but less gereral, approach is to
decode the code words from each transmitter independent lwu
regarding the other as noise. From fig. 2.5, it is =zeen that for
the AWGH charnnel with swmall sianal to noise ratic, the achievable
rate region is almost rectangular. Analutically ICH3YD> =
(1/72>1nll + A;/(1+AR52] which is close to ICRsY Wy = C1/251Inl1+A,)
when A2 is small. In this case, the error exponent for
individual decoding is almost the same as for joint decoding.

This second approach can be carried one step further bu
choosing all the code words for transmitter 1 to be orthogonal or
almost orthogonal to all those for transmitter 2. This is the
approach taken in frequency division multiplexina, and has the
added advantage of largely eliminating the problems caused by
relative differences in carrier phase and baud timing between the
transmitiers.

This approach is also used in spread spectrum
communication. This has the added advantage of allowing a large
rumber of transmitters, all of whose code sets are approximatelw
orthogonal to all the o}her code sets. When onluy a subset of the

transmitters transmit at one time, the inter ference from the

.......
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other trarmsmitters iz reduced and the individual code wordz can
i e succsssful lu decoded. Thiz zame approach hasz beern uzed by

" Cobhen et al [213 ard Sommer (221 in the context of multizcocesss

pulze position modulat iorn.

LRl

For an arbitrargy discrete time memoruvless multiaccess

channel. perhaps with more than two transmitters, one can

T
e

zimilarlu investigate waus to choose coade word zets for the
individual transmitters in such a waw that thew are mutually non
interferina (more precisely, so that they can be individually
decaoded with small error probabilituy?. Time sharing within 2
code word is one poassibility, but depending on the charnel, other
pozesibilities might be preferable, as we have seen for the AWEH
channel. A more difficult related problem is to choose the code
word sets in such a way as to maintain the rorn—inter ference
propertu in the presence of lack of baud synchronism between the
transmitters. Ue have seen that this can be done for the RAWGH
charnnel, and Massew’s coding szcheme (141 for the asunchronous
collision channel also achieves this obijectivel at present,

howeuer, no approaches are known for general discrete time

memoruless channels.

As a third approach to decoding., consider truse joint

decoding of the two code.uords; I will not consider algebraic | %{ﬁ
decoding techniques here since an algebraic structure must be ~—ﬁ
matched in some sense to the charnnel characteristics and I am not
avare of any interesting examples of general algebraic approaches
for multizceess channels. Viterbi decoding of convoluticnal T

codes is another possibility, but it does not appear verwu '
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promi=ing as a joint decoding technique. The problem iz that the
cdecoader should track all poszikdle =tates of both ercoders. which
leads to 3 combined runber of states which iz the product of the
individuzl rumbers of states. With more thar twe tranzmitters,
the praoblem iz even worse.

Finally, sequential decoding appears to be 2 general
approach to multiaccess joint decoding and it has been shown [232]
that lack of block sunchronization is not a serious impediment to
its operation. Unfortunatelu, at this time., it iz rot clear how
to make sequential decodirng work for- a multiacceszz charrnel. To
explain the difficulty, recall that sequential decodirng iz a
search procedure that huypothesizes the sncoded sequence up to =z
aiven point and either proceeds forward bu extendirng the encoded
sequence Or =searches backward depending on the value of a
"metric” that stochastically drifts upward when the decoder is
following the actual uncoded sequence and drifts downward when
| the decoder gets off the track.

The problems nows is that the decoder can go off the

| track in three waus, corresponding to the three tupes of errors
in section 2. Unfortunatelu the appropriate metric to use
depends on the tupe of error being made, and this krowledae is
unknown to iho decbdor.' It appears that no single metric is
adequate for sequential decoding to work on a general discrete
memoryless multiaccess channel with bounded expected computation
up to the rnormal computational cut off rate. It miabt be
poszible to develop a sequential decoding algorittm that utilizes

several metricg simultanecusly, but so far no such algorithm has
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. beer dewvized.

i At her fundamental problem with zequent izl decoding

haz recent lu been discovered bu Sribkan (247, Al kar oorEliders a

: multizccess binarg eraszure charmel where ¥ = (G123, W = {8,123 ard
i ¥ o= LCA A, (A1), (1,80, (1,10, Ce,ed}. With probability 1-2.
- for some = > B 4y = (xawd, whereas with probability =,

indeperndarit of the irput, 4 = {g.ed. In effect we hawve two

erasure charnels with perfectlu correlated erasures. Hzing
squipraobable irputs for each transmitter, we can formallwuy
calculate the computatiornal cutoff region Rcomp for- a Jjoint

decoder as

R, £ E_ <1, = - 1n[1§51 (3,3
R, € E_,¢1,@ = - 1n[1§5] (3.4)
Ry € E_g1h> = = 1n[‘:3€] £2.5)
we note that
-2 1n[1;t ] > - ln[ligi] 3 all €, @8 < £ < 1
$3.6)

Thus for Rl = Rz, (2.3> is the active constraint, and euven
without any of the metric problems-discussed above, (2.5 limits

the achievable rate with joint sequerntial decodina. Howeuer

using separate sequential decoders for the two transmitters and

ignoring the erasure correlation, we can achiewve the hiaher rates ;.1
RO
of €3.3> and (3.4), »ﬁy
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To make the situation worse, we z=ee that - 1nRLJ1+3220.94]1 i

L]

2l=a the computaticorzal cut off rate of a3 =inale input guaternarg
stasure channel., Homswers by reqardirng the inputzs to the
quat ernarg charmel asz twe birmary digits and using separate
corvolutional encoders and decoders for the two digits, we can
again achiewve the higher rates. The difficulty here doses not
reszide in the particular search algorittm beirna used. Duer the
ensemble of conuvolutional codes for the quaternaruy input C(or
pairs of codes for binaruw inputs), the expected rumber of
potential encoded sequences (or pairs of =sequencezs) at length M
which are as likely as the transmitted sequence Cor pair? is
exponent ially increasing in N for arnu combined rate in excess of
-Inf(1+3¢>7/4]1. The conclusion that one must reach is that Rcomp
is not really a fundamental parameter of communication. This
same example, in the context of the photon channel, has been
discussed by Masseu [25] and Humblet [26].

Summarizing the previocus approaches to decodings we see
that much more research is necessardy before anu cohesive boady of
knowledae about coding and decoding for multiaccess channels will

exist.




1 43 COLLISION RESOLUTION

Az briefly dizcuszed inm the introductiorn. the collizion
resclut ion approach to multiacce=zs communicat ion focuses on

allocating the multiacocess charmnel anmorg a large set of users at

different transmitting sites. It has the weakness, hawever, of
eszent ially igrnoring the communicatiorn azpects of the problems.
We start by a set of assumptions that limit the class of sustems
we will be considering.

2> Slotted Sustem?: We asszume that sach mes=sage (packetd to be
transmitted requires one time unit <a =2lct > for trarnsmission.

All transmitters are synchronized so that all transmissions start
at an integer time arnd end before the next integer time. Such
sunchronization is usualluy not too difficult given stable clacks
and giveri a =mall amount of timing feedback from the receiver.

In case of propagation delays, the timing is relative to the
receiver, so that each packet starts tao arrive at the receiver at
an integer time. Naturally some guard space is required in
practice, but we neglect that here. HNote that this as=zumption
precludes both the possibilitu of sending short packets to make
reservations for long packets and of carrier sensing, which we
d;scuss later. Such systems can be understood much more simply
after this bagic model is understood.

> Collision or Perfect Receiption: We assume that if more than
one transzmitter sends a packet in a slot (the time from one

integer to the next), then there is a collision and the receiver

gets no information about the contents or origins of the ﬁ;ﬁ

transmitted packets. If just one transmitter sends a packet in a Eiy:
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glot, it iz received with ro errors. Thiz iz the assumpet ion that
renoues the noise and communicaticon aspectzs from the problems it
allows collision resclution to be studied in the zimplest corntext
but also severely limits the clazs of strategies and tradeoffs
that can be considered.

c) Infinite Set of Transzmitters: Assume that each arriving

packet arrives at a transmitter that has never prewviously
received a packet. Thiz precludes gueueira at indiwvidual
transmitters and precludes the use of TDM. Thi=s i= an
unr-easonable assumption from a practical point of view, but note
that given any algorithm determining when the transmitters send
packets, a finite set of transmitters can use the zame alaocritha.m
regarding each packet arrival as corresponding to a separate
conceptua; transmitter. In this case, a real transmitter will
sometimes send multiple packets at the same time, causing a
collision. This zhows, first that assumption ¢d prowvides 3 worst
case bound on & finite set of transmitters and second, that the
difference is only significant when twoc or more packets are
waiting at the same transmitter. Collision resolution algorithms
are primarily useful to reduce delay over what would be achieved
with TOM, so in this low delay region. having multiple packets at
a transmitter should be relativelw rare and the performance with
a finite set of transmitters shuld be well approximated by the
per-formance with an infinite set. The major aduvantage of the
infinite set assumption iz that we can use the maximum throughput
of an algorithm as a qualitative measure of the accdness of the

algorithm without allowing for the somewhat incidental
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improvements of throughput that could be achieuved when
transmitters have multiple packets to zend.
dr Poisson fArrivals: Assume that new packet arriuvals are
Poisson at an overall rate iA. Giuven aszumption 3, no other
arrival process would make much sense,
e) B8, 1, c Immediate Feedback: Assume that by the end of each
glot, each transmitter learns whether B packets, 1 packet, or
more than one packet (¢ for collision) were transmitted in that
slot. This is the only infarmation that each transmitter gets
abpout the existence of packets elsewhere. The assumption of
immediate feedback is often unrealistic., but collision resolution
alaorithms can usually be easily modified to deal with delaued
feedback; the introduction of delaw in the feedback, however,
seems Lo areatly complicate analysis with no apparent benefit in
insight. The assumption of 9, 1, c feedback implies that the
receiver (or the transmitters themselves) can distinguish between
an idle channel and a collision, which is not always reasonable,
It also implies that idle transmitters are alwaus listening for
this feedbacks which is not always desirable. Some alternative
forms of feedback will be discussed in what follows.
4.1 SLOTTED ALOHAT The simplest form of collision resolution
strategy using the assumptions above is Slotted Aloha, due to
Roberts [27). Slotted Aloha is a variation of pure Aloha,
devised by Abramzon [1], which will be brieflu discussed
subsequentlu. In slotted Aloha, whenever a packet arrives at one
of the transmitters, that packet is transmitted in the next slot.

Whenever a collision occurs in a slot, each packet inuvolued in
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the collizicon is =aid to be backlogaed znd remairns backlogged
urtil it iz successfully transmitted. Each =wuch backlogaed
packet is transmitted in sach =lot with some fixed probabilitu
p > 1, independent of past =lotz and of other packets. HMHote that
if p were 1, backlogged packets would continue colliding and no
more packets would ever be successfully transmitted. Hote also
that because of the effectiveluy infinite set of transmittersz, the
collisicrn cannct be resoclued bu transmitters waiting =zome number
aof slots determined by the identitu of the transmitter. Such
strategies can be used with a known set of trarnsmitters and can
be made to behave like TDMA under heavy loading.

It can easily be seen that szlotted Alocha can be arnaluzed as
a homogeneous Markoy chain, using the number of backlogged
packets at each integer t;me t as= the state. The =tate at time ¢
includes packets that collided in the slot from t-1 to t but does
not include new packet arriwvals from t-1 to . Let k be the
state at time t and k+i be the state at t+1. HNote that i can
never be less than -1 (i.e., at most one backlogged packet can be
successfully transmitted in the slot [t,t+1]1. Furthermore, i = -1
if no new packets arrived in [(t-1.t) and exactlu one backloaaed
P;cket is transmitted in Ft,t+1). This event has probability
kpC1-p>Kk"1e7X  The state staus the same (i=@) gither if nc new
packets arrived in [t-1,%) and no backlogaed packet is
successfully transmitted in {t,t+1> or if one new packet arrived
in [t-1,t)> and is successfully transmitted in [(t.t+10

Analyzing the cases i > A in the same waw, we see that the

state transition probabilities P, . ,; are g9iven by




APCIPRC NI DA B S8 A D I CITIACE R R i R SR A RO R S LW Pl S SR PP awe. 2y 3

-4, 5
kp(l—p?k_leﬁk i = -1
bk—=1_ - k., ~A .
= - - [T Y =
Pk,k+i Ci-kpll-p2 le + C1-p) ke i a
1 - ¢i-p>¥mne™ i=1
) SR
2 iz o2 4.1
i!

In understanding how this chain behawes, we look first at the
drift, Dk’ defined as the expected walue of i conditional on k
(i.e. the expected difference betuween the state at t+1 and that

at ¢t conditional on the state at t>,

A k=1 -3

Kye™ + kpci1-prk le™; c4.2)

Dk = N =Ldi-pd

The first term M is the arrival rate and the second term is the

departure rate or throughput. Hote that for angy » > @ and any
P >0, D will be positive for all sufficientlu large k. This
means that if the sustem becomes sufficiently backlogged, it
drifts in the direction of becoming more and more backlogged;

thizs should not be surprising since collisions occur on almost

'all slots whoﬁ the backlog gets sufficiently large. Kaplan (2817

gives a simple but elegant procf that this type of chain is Fff
unstable (i.e. non-ergodicl. Eé;
Despite the instability of =slotted Aloha, it can still be a %i&

L;ﬁ

useful collision rqsolution approach especially if the system is
modi fied to avoid or recover from the heavily backlogged state.

‘Using a small value of p helps postpone the onset of the ~
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catastrophic behavior above, and for small p. C4.2) can be well

aPproximated bu

-(x+pkl

D N = (xHpkire D i

K

Fig. 4.1 illustrates this equation. For X > e 1, we see that Dy
> @ for all k. For % < e~l, there iz a range of k for which
D < 98, and the size of this range increases as X\ decreases and
as p decreases. Unfortunately, X is the arrival rate which we
would rather not déerease, and small £ means large delay between
retrials of a collided packet.

This tradeoff in p is verdy undesirable; large p makes it
- very sasy to enter the unstable heavily backlogged region,
whereas small p causes large delay for collided packets in the
stable region. The engineering solution is almost obvious--
change P as the backlog k changes. Ideally, we would like to
adjust p to keep N + pk = 1, thus maintaining a throughput of -1
for all k > 8. This keeps delay small when the backlog is small
and keeps the sustem stable if X < e !. The problem with this
solution is that k is unkhown, and either k must be estimated
from the feedback or an apropriate value of p must be estimated.
Hajek and VanLoon [291 have analyzed a class of algorithms in
which p is updated at each slot simply as a function of the
previous p and the feedback information. They showed that such
functions cam be chosen for any X < e~ ! 50 as to make the
resulting system stable.

From <4.3), we see that D, is positive whenever X\ > 1 /e.

This is only an approximation of (4.2>, but the approximation is

[
-----




SEARNANISRALISCENRACIS AR A A S TSN L S N AT A A ST T CARSEIWVERICRIEMCR208 0, L7 20 X A0

g
- ..

.,

-4.7-

anod when P is small. and p must be =mall when k iz large to
minimize D . Thus, for & > 1Jes D iz positive for all
sufficierntly large k 1o matter how p iz chosen, S0 that slotted
Aloha is unstable in this case even if k iz known.

In the next subsection we show that much higher throughputs,

TN T e

and presumabluy smaller delawss are possible when rewluy arriving
packets are sometimes held up and collizions are rescluved in more

sophisticated waus. The primary aduvantage that slotted Alobha has

T YT

over these more sophisticated strateqgies iz that slotted Aloba
doss not require all the feedback information we have azsumed.

For many phusical multiaccess channels, particularly disperzive

ARLOR. i iar e gm g

fading charnnels, it is difficult to distirauish an idle =lot from

a collizion with high reliabilitw. It is usuallwy

straight forward, through usze of a cuclic redundanacy check, to
distinguish a successful transmission from idle or collision, and
it can be seen thgt thiz kind of feedback iz sufficient for
slotted Aloha but not sufficient for the more sophisticated —
strategies. Unfortunately it is much more difficult to estimate
the backlog with this tupe of feedback and it is an open research ny
problem to determine whether slotted Aloha can be stabilized in T

this case.

Pure Aloha (1] was the precursor of slotted Aloha and avoids
our assumption of a slotted sustem, although we continue to -,}
assume that each packet requiresz one time unit for transmission, ﬁﬁf

that overlappirng packets collide. and that assumptions cd, dl,

and e hold. Each newly arrived packét ig transmitted

immediately upon arrival ard backlogged packets are transmitted

v

Vet
RO
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after a geometricallu'distributed delamy, The probabilitu of
collision is higher here than in a slotted sustem: a packet
starting transmission at time + will collide with otther packets

starting arvyvhere in the interwval <t-1,t+1)>. The upper bound on

throughput becomes (2>~ ! and the sane kinds of stabilitu issues
arise as for the slotted sustem. @ major practical aduvantage of
pure Aloha, however, is its ability to handle packets of

di fferent lengths [30,31].

4.2 SPLITTING ALGORITHMS: In our discussion of slotted Alcha, we
saw that the throughput is upper bounded bu l/e regardless of the
strategy used to adjust the retransmission probabilituy of
collided packets. This bound was imposed bu the restriction that
new arrivals were always transmitted in the next slot after their
arrival and that backlogged packets depended upon a sinale
parameter p for retransmission. To get an intuitive idea of why
the transmission of new arrivals should sometimes be postponed,
consider a slot in which two packets collide. If the new
arrivals were held up until the collision were resclved, then a
reasonable strategy would be for each colliding packet to
retransmit in the following slot with probability 1/2. With
zgrobabiliﬁg 1/2, then, a successful transmission occurs and the
other packet would be transmitted in the following slot.
Alternmtively, with probability 172, another collision or an idle
slot ensues, wasting ore slot. Roain, in this case, each packet
would be transmitted in the following slot independentlu with
probability 1/2, and so forth until the two packets are

successfully transmitted. The expected number of slots required
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to successfully transmit the two packetsz is saszily szen to be 2,
which wields an effective ttyoughput of 22 during the collizion
resolution period.
This concept of probabalistically splitting the zet of
packets irvolved in a collision into & transmitting set and a
non—-transmitting set while making other packets wait is the
central idea of a variety of collision resélution alaorithms that
achiewe throughputs larger than 1/ while using assumptions a2 to
;i e we call these alaoritbkms splitting algorithms. These
¥ algorithms differ in the rules used for splitting the collision
h set <(which might involuve more than two packets) and in the rules

for allowing waiting packets not invclwved inm a collizsion to

transmit after the collision is resolved.

The first splitting algorithms were the tree algorithms
developed by Capetanakis [(32), Haues (331, and Tsubakov and
Mikhailow [34]1. In these algori{hms, the s=uystem alternates
between two modes--normal mode and collision resolution mode.
When a collision occurs in normal mode, all transmitters go into
collision resolution mode, all new arrivals wait until the next
transition into normal mode, and all packets irvolved in the
collision independently select one of two subsets with equal
probabilitu. UWe view oich subset asg corresponding to a branch
from the root of a rooted binary tree (see fig. 4.2, In the

zlot following the collision, the first of these subsets is

transmitted. If another collision cccurs, this subset is

further split into twc smaller subsets., corresponding to further ?f;

branches growing from the original branch. The first of these Eié
: "
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¢ subsets iz transmitted in the the rext zlot, and if this
' transmizsion is succeszful or idle, the zecornd of the subset=s iz

- transgmitted in the following zlot. Iri gerneral, wheneuer the

2N transmission of a subset results in a collision, the =ubset i=
P.‘

. split and two new branches of the tree are arown from the old
= branch., Whenever the transmission of a subset iz idle or

succes=ful (i.e. the subsetis empty or contains cone packet)ds the

I rext =lot is used to transmit the next subset. When all subsets
“ hauwe besn exhausteds the normal mode is again entered.

It should be apparent that if thiz alaorithin spends mara
slots resolwing a collision, then tuypicallu many new arriwvals
will eagerluy be awaiting the return to rormnal mode and a
resounding collision will ensue. What i= even worse is that many
successive collisions will follow until the expeéted number of
pakets in a subset becomes on the order of 1. Thus the algorithm
car be improved by eliminating the normal mode; at the end of a
collision resolution period, a new collision resolution period is
immediately entered and each waiting packet randomlu joins one of
k subsets. The number k iz chosen as a function of the length of
the preceding collision resclution period so that the expected
number of”p;ckets per/subset is slightly more than one. Thus the
corresponding tree has k branches risina from the roct and two

branches rising from 2ach non-leaf node.
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I Capetanakizs (22] sticwed that thiz alaorithe has a macoimam

le=z

n

throuabput of 8,42 and iz stable for all irnput rate than

1]

A.42., The maximum throughput attainable with tree alaorithms was
later increased to 8.4 due to a simple improvement firzst
suagested by Massey [(3T]. HMNote what the alaoorithm does when the
set inuolued in a collizion is split into two zubzets of which
the first is emptu. The first slot followirng the collision iz

thern idle and the next iz a collision, invaluing all the packets

s VK e T L

in the first collision. Mazzeu's improvement was to avoid this

predictable colli=zon by resplitting the second sub=et of a

(R & JRFLF A

collision set whenever the first subset iz emptu.

The next improvement in throuahput was due to Gallager [3IE],
and somewhat later with a more complete analusis, by Tsubakow and
Mikhailoy (3713 this involved eliminating the tree structure
entirelu. We shall describe this algorithm preciselu later,
gince it is considerably easzier to analwze than the tree
algorithm. First, however, we view it as ancther modification of
the tree algorithm. With a little thouaht, one can see that the

number of packets in a subset that has had a collision is a

Poisson random variable conditional on the number being 2 or
more., If-the packets in this set are randomluy divided into two

subsets, then it can also be seen that if the first subset

contains 2 or more packets (i.e, another collision> then,
conditional on this, the rumber of packetz in the second subset
is Poisson. Thus, as far as the algorithm is concerned, this

subset is statistically idertical to some time interval of rnew

-------
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arrivals., and the alaoritkm would be improved ifs rather than
wazting a =lot on this subset, we =imply treated it like waiting
rigw arrivals, e will get tao the bookkeeping issue of how to do
this shortlu, but note that if we eliminate the =zecond =subzet as
a separate entity every time the first subset is divided, then we
never have more subsets to consider than we started with,

The saziest wag to do the bookkeeping concerning subsstz and
waiting packetz iz by means of the arrival times of the packet=.
If all the packetz that arrived in a given time interwal are
transmitted in a slot and a collision results, then the interuval
iz split irto two equal subinterwalzs and the packetz in the first
subinterwval are regarded as the first subset and those in the
second as the second subset. With this approachs packets are
always sent in a fi#st come first seérved (FCFS) order, so we call
this a FCFS splitting algorithm.

We now express the algorithm preciselw. Suppose that at
integer time t the algorithm has successfully transmitted all
packets that arrived before some time T (not necessarily
integer>. In the slot [t,t+1)>, all the packets that arrived
between T and T+u are transmitted. The parameter n is determined
by all each transmitter based on the historuy of the feedback up
to time t. The transmitters also calculate T based on the
feedback historu. It is helpful to view the packet arrivals in
[Tyt> as being in a distributed queues (see fig. 4.23. lie would
like to allocate the queued packets orne at x tinme startina at the
front of the queues but the individuzl arrival times are unknown

except that each transmitter containing a packet krows that
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packet’s arrival time. Thus the alacrithm attempts to allocate
an interwezl p st the front of the gqueue for the mext zlot =zo as
to transmit the waiting packet=s 3z guickly az pozzible.  Hote
that maximizirg the probability of zuccesz in the mexst =lot iz
rnot the best thing to do since. az we have seen, a collizion in
the next =lot allows a higher throuahput in the succeeding few
Slots than is possible with an idle slot or successful =laot.

The alaorithm given below determines the allocation interuxl
pwit> and head of queus time TCrd for the slot [t.t+1) in terms of
the allocation interval pit-13, head of gqueue Tot—-13, and the
feedback (B,1,c2 for the slot [t-1,.t23, There is alzo a bivarg
state At 201,23 which i=s a function of QACt-1)> and the feedback

for [+—-1,%0, The state Q(t-1) also enters intoe the determirnation

of witd and Tdtd., QL) is set to 2 if the intarval used in slot
{(t-1,¢> has been divided by 2 for slot {t,t+1> and is 1
otherwise. Thus Q<> is the number of subsets currertly under
conzsideration. The algaorittm alszo has a parameter ng that
determines the size of allocation interval to be used after a
collision resolution period is completed. For maximum
throughput, ng turns out to be 2.6. HNote that the allocation
interval i=z ;lso limited by ¢-T<(t>, the interuval of arriuval times

that are 2till waiting for transmission.




Pom e et ata

POLITRLECUL I BN % LI N - - . A - -

~4.14-

FCOFS Splitting mlaorithm?
if feedback = o then

TCt2 = Tot—-1a3 @t = 23

pEEDd = pot—-1242 b, a0
if fesdback = 8 crr- 1 and Q-1 = 1 then

TCtd = Tot—=1o+pct—123 QL = 13

piots = min[ue,t—T(t}J DI

if feedback = 1 and GCt—-1D = 2 then
Tty = TCt—=104pdt—-133 QCt)> = 13
petd = pdt=-1> nd,ED

i¥ feedback = 0 and Qt-12 = 2 then
TCtd) = Tt—13+pct—133 QLY = 23
mit s pet—12-2 e, T

In caze of a collizion in slot [t-1.t2, Eq. (4.4) splits the
alloecation interval [Tot-=13, Tdt=10+pct-123 into two interwvals
CTCt—-12y TCE—-104pCt =102 and [TCL=10+pdt-15/2, Tdt-12+pdt-12>,
RCt> = 2 allows the alaorithm to "remember” the existence of
these two subintervals. If there was a previcus subinterval from
CTet—10+epit—-1>, TCt-1042ut-12)>, the algorithm "forgets” about it
at this point, regarding that subinterval as part of the waiting
queue., Given two or more packets in L[Tdt-1>, Tdt-=10+2nCt-1>> and
two or more packets in [T(t-1)>, T(t=11>+pit—-13>, the number of
packets in C[TCL-10+udt-10, TC(Lt~1D04+2nCt~-13) is easilu seen to be
Poizsson with parameter xpd(t-1).

Eq. 4,5 correqun@s tq the end of a collision resoclution
period or a subsequent pericd with no collisions and simply moves
the fead of the queue and allocates a new interval. Eq. (4.6
corresponds 1o a successful transmission of the first subinterual
from a previous collizsion and movement to the second subinterval.

Finally <4.7) corresponds to Massey’'s improvement on the tree

----- P B e e e
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algorithm when a collizion followed by ar idle Cor pertaps sewexnl

idles)d is followsed bw splitting the secornd subinterwal,

The FCOFS zplittirg algorithon can be araluzed a=s 3
homogeneoys Markow chain, wsing BCLd2, it > arnd t-Hotd as the
state for integer wvalues of t. It iz =zimpler,. howeuver, to
analuze a zingle collision resclution periocd.,. starting at a 4+ for
which pet) = g and Rt = 1 and ending immediatelu before the
next 4 for which pdtd = mindpugsHCt>—t> and Q04> = 1, The
resultine Markouw chain is then indeperdent of HitI -t J(aside fraom
the initizal assumption that MOtO-t 2 pad and allows us in
principle to find the diztribution of the rumber of szlots and
number of successful trarsEmissions in 3 collizion resclution

period. HMote that in each update of W Caside from the begirning

of the collisionnresalution period>), w either staus the same or

iz divided by 2, =0 that p = z—iue in all cases for some integer
i 2 8. Thus each state of the chain can be represented as S AR
where i = QC4>£(1,2F and i is such that udcty = 271p,0  In state
S2,i ¢i>1>s the only possible transitions are to S; .,y if an
idle or collision occurs or to Sl,i if a success occurs. From
S1,i» 1 2 8, the only possible transitions are to S j,; if 2
colliszion occurs or to SI,B Crepresenting the end of the periodd

otherwise (see fig. 4.4),

All that remains to complete the chain is to calculate the

transgition probabilities, Pz,i for a transition from 32,1 to Sl,i
and Pl,i for- a trangition from Sl,i te 31’3. In state 32,19 we
have two subintervals each of =ize By = uaz'i. The rumber of

packets in each subinterwval is a Poisson random variable with

" -
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parameter pu; conditional on the sum of the number of packets in
the two subinterwals beirng twa or more. The tramsition to Sl,i
ooccurs if the fFirst subinterwual cortains exactly one packet di.e,

the transmizsion of the first subinterwal is succezs=fuld. The

probabilitu of thiz iz then

= HE 4 2
P2,i _ﬁkui HEE 1 4.2
1 - = {1+21ui?

In state 3y 55 i 2 1, we are about to transmit the second of
two subinterwvals each of size w;. The number of packets in each
subinterwval iz Poisson with parameter u; conditional both on the
sum being two or more and the first interval containing exactly
one packet. This means that the number of packets in the second
subinterval is Poisson conditional on one or more packets in the
second subinterval. The probabilitu of a transition to 31,@ is
then the probability of exactly one packet, =o

-~2ui

kuie
1,1 — s 1 =21 {4,

Finally the probability of a direct transition from 81,9 to 31’9

is

-kua
Pl,G = (1 + lua)e 4.1

It is now straight forward, by computer iteration, to find

S St ¥ Sl Sl AP Y ) a PP P PP RPN P VPSP SO SRIP  VE WI AP PN WA W WA WA W DY W Y z .




[P i 20 g

-4, 1?-

the prababilitu that each state iz entereds startirng at

u

1,8°

before the first return to Sy 4. Hoting that the successful

transmiszions correspond to the trangitions from So,q o Fy, for

each 1 2 1, transitions from = ,i e 31,a for- i 2 1, =nd
success ful transmissions directlu from 31,@ to Sl,ﬁ’ L SRR
calceulate the expected rumber of succeszful transmissicons and the
expected number of slots per collision resolution interwal., It
turns out that the ratio of these two expected wvalues iz less
than & for all x < A.4871.

It can be =zeen from 4.9 and <4,18> that the probability of
reaching 32’1, aiven that 82,1_1 haz been reached, tendz to 1/2
as i increases. Thus the rnumber of =slots and the number of
successful transmissions in a collision resolution interwal both
have moment generating fuﬁctions. From this, we can see that for
and starting value of t-Td(t)> and ar X < 8.4871, the number of
slots required to reach the end of a collision resclution
interval where t-T(t)> < pg also has a moment generating function
and thus the algorithm is stable for X < A.4387],

The expected delay for this alaorithm is considerably harder
to analuze than the maximum throughput. Tsubakov and Likhanow
£381 have found an upper bound on delay and more recentlu Huang
and Berger ([(39] have constructed tiaht upper and lower bounds as
well as simulation result=s. The expected delaw is about 5 1.2
glots at X = l/¢ and about 16 =slots at X = A.46,

The FCFS splitting alaorithm can be improved somewhat if the

intervals are split in an optimal way after collisions. Because

of the possibility of more than two packets in a collisions equal

..........
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zubintervals are not quite optimal. Moselu and Humblet [48] zand

-

subakow and Mikhaslow (371 zshow that choozing the opt imuan
subintervals increases the maximum theougheat Lo A, 4872,

Recent ly ancther improuvement of 2.6 1877 haz beern made =1¥]
Yuedenskawa and Pinsker (411, Althouah this gain is swmall, it is
of theoretical interest since it departz from the principal of

2 .aluaus rescolving one collizion before trying arny new interval=s.

ﬁ Considerable effort has been spent on finding upper bounds
to the maximum throuabput that can be achieved using the

assumptions a? to e> (42, 43, 44, 45, 46]. The tightest bound

kinowrn is B8.537 an is due to Mikhailoyv and Tsubakow [46],

Pippenger’s result [42]) is also of particular interest since ke

shows that if the amount of feedback is increased to give the ?ﬁi
number of pack‘té involued in each collisiorn, then anuy throughput
up Lo one may be achieved.

One negative aspect of FCFS splitting algorithms <(and also

Massey’s improvement on the Tree algorithms) is their

susceptibility to noisy feedback. If an idle slot is mistakenly f%{
fed back to'tho transmitters as a collision, then the algorithm aij
23 stated will forever continue to split a smaller and smaller ;%E
second subinterval. This problem could be solved, of course, bu EE
only splitting a given number of times in a row on receipt of @ %ﬁ
feedback and then truying the entire interval. The aeneral ig
subject of noisy feedback is still not well understood, but a ﬁg
riumber of partial resultz are known (35, 47, 43]. The review ;E;
paper by Tsubakow (48] also rewviews mang variations on collision ii
resolution algorithms for a variety of assumptions. iiﬁ
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One interesting approach to noisy feedback and other
variaxtions from the ideal model abowe iz that of dewelopinag
q alaorithims that are as =imple and robust as poszsible. Mathws ard !
Flajaolet (4393 have recently deuveloped an algorithm with an

attractive tradecff betwesn simplicity and throuahput . MHeslw

i arriving packets are alwauws transmitted in.the slot after their ’ﬁj

arvival, and backloaged packets use a ternary tree alaorithm.

Mazz=eu'zs improvemnent om the tree alaorithm iz rnot useds thus

avcaiding the above deadlock problemz with roizu feedbacks;. The

resulting maximum stable throusheput is A.40, It is rather

surprisinag that a throughput areater than 1/e is possible while
alwaus allowing new arrivals to transmit in the next slot.

For multiaccess sustems with a finite number of users, it is
alsoc of interest tb modifu'these splitting algoritrtms so as to
take aduvantage of the finite number of transmitters and to make a
araceful transition from collision resclution to TOMA as the
arrival rate increases. Specific approaches to this are
discussed in [(58,31). The approach in (51] is also of interest
tecause of drawing a parallel between splitting alaorithms and
aroup testing, as developed in the statistics communitu in the

48’z and S58°’'s.




" et et - : ) N DR R i i

4,20

4.7 CARRIER SENSING: We now want ko chanae the basicz
assumpticns &) to ). dNete that in many malitiacoes: svsbherns
such as lacal networks, the tramsmitters can haar wh=tbher
the other transmitters are sending anyihing. I such &
situtation, it makes sense to give up the strict slotting
sp2cified in assumption a)., and assume instead that a
transmitter can start to send a packet in the middle of a
data slot if no other transmitters are currently sendirg.
This change is far more important than simply allowing idle
slots to be used more efficiently, since now nackets car
start at different minislot times, thus avoiding many
collisions.

Let « be the time required for all sources to determine
that nothing is being transmitted; ie. w is the sum of the
maximum propagation delay between sources and the time
required by a receiver to reliably distinquish between
signal and no signal. Assume that « time units after the
beginning of a slot, if nothing is being transmitted in that
slot, then the slot terminates and a new slot begins. Thus
idle slots (sometimes called minislots) last for « time
units and slots qith one or more packets last for 1 time
unit as before. We still assume that all packets require
one time unit for transmission, that feedback is
instantaneous at the end of a slot, that arrivals are
Poisson with intensity A, and that there are effectively an

infinite number of szources. We first modify slotted Aloha

for this new situation and then modify the FCFS splitting

.........
...........
...............
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algorithm. Theses hechniques are called carrisr sense

multiple acocess (C5MA)F . althougin hhey do aot imply e use

af @ warrie- but simply the akiiliby to guickly recogni.o=

use of the channel by another transmitter.
We can model this situation in almast the sane way as

befare. idle slots now last for

The only difference is that
a duwration «, whereas successful and collision slots sach

last for one unit of time. For slotted Aloha, if a new

packet arrives at a transmitter when an idie minislot is in
progress, the packet beqgins transmission at the end of that
minislot (thus turning the next slot into a full slot). If
a transmission is in progress, the packet is regarded as a
backlogged packet and begins transmission with some given
probability p after eacn idle minislot. This techniqgue was
called non-persistent CSMA in the original description [52];
in an inferior, persistent, variaton, all transmission
attempts during a busy slot would simply be transmitted at
the end of that slot, thus causing a collision with a rather
high probability. We ignore this alternative form in what

follows.

To analy;e CSMA, we can use a Markov Chain again, using

'the number of backloqged packets as the state and the ends

of minislots as the state transition times. Rather than

write out the state transition equations, which are not
particularly insightful, we simply modify the drift in 4.2)
for this new model. The expected number of arrivals in the

minislot before the transition is ax, and with probability
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(Imp)k, this minislot is followed by 3 full slot with =~

p @ A
axpacted arrivals. Mote that there is alwavys an wnused
winisict at the end of z2ach full slot, but the arrivals in
that minislot are considered as part »f the following
transition. The model could be changed to eliminate this
wasted ainislot, but the difference is negligible for small

X. The expected number of deéartures per state transition

is simply the probability of a success.Thus

& D, = ax + all-e **(1-p1¥1 - [actpk/ (1-p) 1e™ ¥ (1-p F
o

: (4.11)
E This is minimized over p at

1 - aA{l+x)

k - a(l+x) (4,12)

The stability issues with CSMA slotted Aloha are almost
the same as with ordinary slotted Aloha. One can control p
by monitoring the feedback, or one can simply operate at a
% small value of » and p and hope that the backlog never
; becomes too large. If we use the optimal value of p for each
o ky, and substitute this in (4.11), we find that Dk is

negative for all k so long as

By expanding this in a power series for small «, we
find that the system is scable for all A less than {2a. The
o
. optimal value of p then satisfies pk > {2x. It is
A
e e e R e e A e AT e et AN e m e e e e e R
N A N N N T I I D P R S O T R R R N RO,
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intaresting to observe that this optimal point occurs where N
the time spent on idle minislots is approvimately squel to [_
s c A
that spent om cellisions’ acaturally there are many nore }55
- . "
LA
idle slots than collisions, but idle slots have a much S

shorter duration. Delavys also tend to be much smaller in a
CSMA system since backlogged packets get a trans. .ssion
cpportunity every minislot, and, although the probability of
transmitting in a minislot decreases with (o, the ’37
probability of transmitting per unit time increases as 1/4dc.

Next consider CSMA with pure Alocha. We will not Eiﬁ
analyze this in detail, but note that with the same carrier
sensing time a and the same transmission probability p. the
probability of collision increases by a factor of 2. This
means that p should be decreased by a factor of {2 for
maximum throughput, and thus the unslotted system has a
maximum throughput of 1-2{x for small «. We see that the
difference between pure and slotted Alocha for CSMA is quite
small for small o, and the synchronization required for
slotting with CSMA is somewhat trickier than that for
ordinary slotted Aloha. Thus pure Aloha appears to be the
natural choice with CSMA.

Finally consider the FCFS splitting algorithm modified
for CSMA. The same algorithm as in (4.4) to (4.7) can be
used, although the parameter P should be changed., and as we
shall see shortly, intervals with collisions should not be
split intc equal subintervals. Since collisions waste much

more time than idle minislots, the basic allocation interval
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e should be chosan very small. This means in tura hhatb
collisions with more than two packabtz are negligitle 1o tha

analysis of the algorithm, and thus trhe analysis is auch

PEPLPLIN L

simpler than before.

L Y

As before we find the expected time and tha expected

number of successes in a collision resaclution period,

’
1

4

including a single idle or successful slot as a degenerate

0

case of a collision resolution pericd. Let » = ap.. With

«

probability e™ %, anm original allocation interval is emptsy,

.
Nl

vialding a collision resolution time of o« with no successes.

With probability we ¥

» there is an initial success, yielding
collision resolution time 1+x (as bhefore, we include an
empty minislot at the end of each full slet). Finally, with

probability (w’/Z)e_?, there is a collision vielding a

'
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collision resoclution time of 1+T, for some T to be

Y a |
s

calculated later, and two successes. Thus,

w8 LU
AN SR

: E(time/period) > e * + ¢(1+c)e ™ + (1+4T) (v2/2)e™*
..I.‘ (4- 14)

E(packets/period) = ge ¥ + 2(p2,2)e * (4.1

Note that we have used the approximation that only two
packets occur in collisions here. As before, the maximum

throughput that can be achieved is the ratio of (4.13) to

(4.14),
Amax X (® * @ /La + p(l+c) + (#2/2) (1+T) ] (4.16) T

2
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We can now maximize the right hand side of (4,147 over »
{ie. aver p.). In the limit of small o, we get tha

asymptotic expressions

e
p 2 20/(T-1) (4.17)
Amax = 1 - {Zx({T-1) (4.18)

Finally we must calculate T, the time to resolve a
collision after it has occurred. let % be the fraction of
an interval used in the first subset when an interval is
split. T includes the time « for the idle minislot that
always follows a collision. If the next minislot is idle, «
is the duration of the minislot, and T-a is the expected
time still remaining to resolve the collision. Similarly,
if another collision occurs, 1+T is the expected time for
resolution. Finally, if a successful transmission occurs,

2(1+x) is the required time for resolution. Thus

T 2 + (1=x)2T + x2¢14T) + 8x (1~x) {1+c) (4.19)

v . . . #
Tis minimized by x = {o+x® - «, and the resulting
value of T, for small «, is T 2 2+{«. Substituting this in

(4.18), we see that

Sapm—

Amax X 1 = 2« (4.20m

For small «, then, the FCFS splitting algorithm has the

..........................................
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same maximum throughput as slotted Alcha. This iz not
surprising, since without CSMA, the major advantage of the
FCFS algorithm is its efficiency in resclving collisions,
and with CSMA, collisions rarely occur. It is somewhat
surprising at first that if we use the FCFS algorithm with
equal subintervals (ie. %=1/2), then we are limited to a
throughput of 1-4{3x. This degradation is due to a
substantial increase in the number of collisions.

The same type of analysis as used here can be used for
reservation multiaccess systems and a varietvy of other
conditions. The idea, originally due to Humblet [S53] is to
generalize our original assumptions a) to e) to allow the
durations of idle, success, or collision slots to all be
different. Recall that in CSMA, idle slots had duration «
and success and collision slots had duration 1+x. In a
reservation system, idle and collision slots would h;ve the
duration required to send a reservation packet, whereas
success slots would have the duration required for both a

reservation and a message transmission.
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